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**ABSTRACT**

The project titled “Email Spam Detection” is implemented using the CRISP-DM methodology. You will get to know Business understanding, Data Understanding (Data Description and Exploration), Data Preparation, Modelling, and Evaluation steps. Project is implemented using Python class object-based style. Email spam detection is done using machine learning algorithms Naive Bayes and SVM (Support vector machines). Further, it shows the complete program flow for Python-based email spam classifier implementation such as Data Retrieval Flow, Data Visualization Flow, Data Preparation Flow, Modeling, and Evaluation Flow. Also, including the section regarding Data ethics.

This whole project is divided into these steps: Data Cleaning (Remove unwanted/ useless data from the dataset), EDA (Exploratory data Analysis (EDA) is an analysis approach that identifies general patterns in the data by perform various operations), Text Preprocessing (In this step there are different steps we have perform like tokenization, lower case, remove special characters, remove stop words, and punctuations, etc.), Model Building (Build Machine learning model with machine learning algorithms), Evaluation, Improvements (Depending upon the evaluation), Website (in this step we perform various steps like study about streamlit, APIs, etc.), Deploy (In this step we perform various steps like study about Render and make this project machine independent).

Short\_Message Service (SMS), which allows users to send and receive messages, has become a multi-billion dollar industry as mobile phone usage has soared. The cost of messaging services has also decreased, which has led to an increase in the amount of spam that is delivered to mobile devices. Up to 40% of SMS messages in some regions of Asia were spam in 2012. Due to short message lengths, lack of reliable databases for SMS spams, informal language, and brief message characteristics, the current email filtering algorithms may not perform well in their. In this project, real SMS spam databases from the ML repository are used. Following feature extraction and preprocessing, On the databases, numerous machine learning methods are used. After comparing the results, the best algorithm for text message spam filtering is then presented. The results utilising that in this study decreases the total error rate of the best model in the original research referencing this. The following algorithms are used in this technique: Spam communications are categorised in mobile device communication using decision trees, K-Nearest Neighbour, and logistic regression The SMS spam collecting set is used to test the approach.
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